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in-differences are known to identify the event’s average treatment effect on the treated when
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of a single event under generalizations of the conventional no anticipation and parallel trends
assumptions. I show that the matching estimator is equivalent to a weighted least squares estimator
for a particular set of weights. I also introduce a parallel pre-trends test which can be used to
scrutinize these assumptions in the usual sense. Finally, I demonstrate in a series of Monte Carlo
simulations that the estimator and parallel pre-trends test work well for a wide range of treatment
effects, including dynamic, non-stationary, and history-dependent treatment effects.

∗Department of Economics, Columbia University. Email: darosenkranz@gmail.com. I thank Douglas Almond,
Michael Best, Brantly Callaway, Sebastian Calonico, Simon Lee, José Luis Montiel Olea, Pedro Sant’Anna, and Ashley
Swanson for helpful conversations. I am grateful to attendees of the Columbia University Department of Economics
Applied Microeconomics Colloquium and Industrial Organization Colloquium. All remaining errors are mine.

https://www.davidrosenkranz.com


Event studies with multiple events David A. Rosenkranz, May 2022

An event study is an empirical framework for measuring the impact of an event over time using
observational data. Dating back to at least Snow (1855), event studies are routinely used to measure
the impact of news, policy changes, natural disasters, and many other events (e.g., Greenstone,
Oyer, and Vissing-Jorgensen, 2006; Cengiz, Dube, Lindner, and Zipperer, 2019; and Dave et al.
(2020), to name very few).

Researchers typically conduct event studies as follows. First, they articulate a theoretical model
causally relating an event to an outcome of interest. In the model, no anticipation and parallel
trends assumptions equilibrate difference-in-differences between treated and untreated units within
some event window with the average treatment effect on the treated (“ATT,” hereafter). The no
anticipation assumption states that average pre-event outcomes among treated units would have been
unchanged had they been untreated. The parallel trends assumption states that average post-event
outcomes among treated and untreated units would have moved synchronously had the treated units
been untreated. Researchers scrutinize the plausibility of the no anticipation and parallel trends
assumptions by examining whether average pre-event outcomes among treated and untreated units
had been moving synchronously. Second, they estimate regressions like:

.8C = V�8C + FE8 + FEC + Y8C (1)

.8C =
∑
g∈W

Vg�8Cg + FE8 + FEC + Y8C (2)

where 8 indexes units, C indexes periods, �8C := 1[8 was treated before C],W is an event window,
and �8Cg := 1[8 was treated in C − g]. Under no anticipation, parallel trends, and some other
conditions, the OLS estimators of (1) and (2) consistently estimate ATTs of the event on . when
units experience one event at most.

Unfortunately, this approach is not applicable to settings where units experience multiple
events. Intuitively, if some units experience multiple events, then “pre-event” and “post-event”
are ill-defined—a period following one event may also precede another. This has several practical
consequences for empirical research. First, some researchers attempt to avoid “contamination”
from multiple events by excluding all (unit, event) pairs in which the unit previously experienced
another event or experienced another event within the event window (e.g., Sarsons, 2017; Einav,
Finkelstein, and Mahoney, 2019; Rees-Jones and Rozema, 2020).1 Consequently, they may lose

1Sarsons measured how physician referrals to surgeons differentially respond to unexpected outcomes during
surgery based on the surgeon’s gender. When multiple unexpected surgical events occur within the same physician-
surgeon pair, Sarsons “only [kept] the first instance of an event.” Einav, Finkelstein, and Mahoney measured how
long-term care hospitals affect health care spending and patient welfare using variation generated by LTCH entry.
Since geographic markets may experience multiple LTCH entries, they “focus[ed] on the entry of the first LTCH”
in their main specification because “this is where [they] expect[ed] to see the sharpest effects.” Wherever multiple
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variation necessary to estimate small but economically significant treatment effects, limit their
estimates’ external validity in settings where included events differ from excluded events, and
create an unnecessary link between their sample composition and the event window. Second, some
researchers include all events but make only the first event a focal event (e.g., Kleven, Landais, and
Søgaard, 2019).2 Consequently, their estimates measure the effect of starting to experience events
rather than the effect of an event itself.

In this paper, I introduce an event study framework for settings where some units may experience
multiple events. My framework allows researchers to incorporate variation generated by multiple
events into their estimates of the ATT of a single event. It accommodates settings where units
experience one event at most as a special case. First, I introduce a theoretical framework which
characterizes a unit’s potential outcomes across a sequence of periods as functions of the unit’s
treatment history. I show that the ATT of a single event is identified by generalizations of the no
anticipation and parallel trends assumptions commonly used in settings where units experience one
event at most. Second, I introduce a matching estimator. The estimator transparently estimates
the ATT of an event by calculating the difference-in-differences between units that did and did not
experience that event, but otherwise experienced similar event histories. Under the generalized
no anticipation and parallel trends assumptions, the estimator is consistent whether or not ATTs
vary with relative time (i.e., whether they are static or dynamic), the event period (i.e., whether
they are stationary or non-stationary), or the sequence of past events (i.e., whether they are history
independent or history dependent). I apply a result by Gardner (2021) to show that the matching
estimator is equivalent to a weighted least squares estimator for particularly chosen weights. Third,
I introduce a parallel pre-trends test which may be used to scrutinize the generalized no anticipation
and parallel trends assumptions in the usual sense. Fourth, I evaluate my proposed approach in a
series of Monte Carlo simulations. It performs well.

This study is most closely related to Sandler and Sandler (2014), Schmidheiny and Siegloch
(2019), who each separately proposed a so-called “Multiple Dummies On” (“MDO,” hereafter)
estimator for settings where units experience multiple events. The MDO estimator is the OLS

LTCHs entered, the authors “truncate[d] the data just before the quarter of second LTCH entry [...] so that the
post-entry results are not contaminated by further shocks[.]” Rees-Jones and Rozema measured tobacco consumption
responses to “media coverage, lobbying efforts, place-based smoking restrictions, and anti-smoking appropriations”
that coincide with state-level changes to cigarette taxes. Since states may experience multiple changes to cigarette
taxes, they “define[d] some window of time around a tax-change event” and “consider[ed] a single event in isolation”
by “examining a variable of interest across that window, comparing the ‘treated’ state with a tax change to ‘control’
states experiencing no tax change in that window.”

2Kleven, Landais, and Søgaard measured the “impact of children on the labor market trajectories of women relative
to men” around the time of childbirth. Since women may have multiple children, they measured the effect of children
on female labor market trajectories “around the birth of the first child” and noted that their results should be interpreted
“as a total penalty including the costs of children born after the first one.”
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estimator of (2), where multiple elements of (�8Cg : g ∈ W) may be equal to one for a single
(8, C) observation and where the outer two elements of (�8Cg : g ∈ W) are equal to the number of
events a unit experienced outsideW. In a series of Monte Carlo simulations, Sandler and Sandler
showed that the MDO estimator performs well when treatment effects are static, stationary, and
history independent, and when treatment effects are dynamic, stationary, and history independent,
provided thatW is wide enough to accommodate all dynamics. I contribute to this literature a
matching estimator which also performs well in settings where treatment effects are non-stationary,
history dependent, or dynamic beyond the range of an event window. I also contribute a theoretical
framework that researchers can use to clarify their identifying assumptions and interpret their
estimates. Finally, I contribute a parallel pre-trends test with more power to detect deviations from
the identifying assumptions.

In recent parallel work, De Chaisemartin and D’Haultfœuille (undated) also consider how to
estimate event studies in settings where units experience multiple events. They show that OLS
estimators of linear regression models with multiple treatment dummies may be biased and they
propose an alternative matching estimator. While we both propose estimators that compare units
that experience similar treatment histories, our work differs in some respects. First, we propose
different estimators. They estimate the ATT in some period C of an event that occurred in some
period 4 < C by comparing trends between units that shared the same history of events between
periods 1 and 4 − 1, excluding those units that experienced another event between periods 4 + 1
and C. On the other hand, I compare trends between all units that share the same history of events.
That I include all data generated between periods 4 + 1 and C within matched groups but they do not
implies that my estimator uses more data to estimate long-term treatment effects within matched
groups because it does not exclude data as C grows relative to 4. It also implies that when some
units experience another event between any two periods C, C′ > 4, their estimator may be unable
to distinguish treatment effect dynamics between C and C′ from differences in the samples used
to estimate the C and C′ ATTs. However, that their estimator compares units that share the same
event history up to period 4 whereas my estimator compares units that share the same event history
implies that their estimator will use more matched groups. Second, I also propose a regression-
based weighted least squares estimator that is equivalent to my matching estimator and I describe
a parallel pre-trends test. Third, I demonstrate that my estimator outperforms the MDO estimator
in a series of Monte Carlo simulations. On the other hand, De Chaisemartin and D’Haultfœuille
demonstrate arithmetically that OLS estimators of a large class of models may sometimes be biased.

This study is also related to the recent microeconometrics literature concerned with estimating
event studies in settings where units experience one event at most (e.g., Borusyak, Jaravel, and
Spiess 2021; Sun and Abraham, 2021; Callaway and Sant’Anna, 2021; de Chaisemartin and
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D’Haultfœuille, 2020; Goodman-Bacon, 2021; and Imai, Kim, and Wang, 2021). This literature
has demonstrated that the OLS estimators of equations (1) and (2) do not consistently estimate
ATTs when the equations misspecify the treatment effect and units experience their event in a
staggered fashion. For instance, Goodman-Bacon (2021) showed that V̂ is a weighted average of
all possible two-unit, two-period differences-in-differences—including differences-in-differences
between later-treated units and earlier-treated units before-and-after the later-treated units’ event.
Under no anticipation and parallel trends, such differences-in-differences extract information about
the ATT when the ATT is static because the earlier-treated units’ realized outcome trends are equal
to the later-treated units’ counterfactual trends. But if the ATT is dynamic, then the earlier-treated
units’ realized outcome trends include the dynamic treatment effect. Consequently, the differences-
in-differences between later-treated units and earlier-treated units around the later-treated units’
event bias V̂.3 Similarly problematic comparisons bias ( V̂ : g ∈ W) in settings with non-stationary
treatment effects (Sun and Abraham, 2021). For instance, elements of ( V̂g : g < 0)may be non-zero
under parallel trends and no anticipation. I contribute to this literature similar observations about
the MDO estimator. I propose robust alternatives for settings where units may experience multiple
events. My estimators transparently compute and aggregate raw difference-in-differences, enabling
researchers to clearly articulate the link between their identification strategy and estimates. In
settings where units experience one event at most, my proposed estimators are equivalent to the
interaction weighted estimator proposed by Sun and Abraham (2021).

The remainder of this paper proceeds as follows. In section I, I introduce the theoretical
framework. I define potential outcomes, express the generalized no anticipation and parallel trends
assumptions, show that they are sufficient to identify ATTs, and propose formulas to aggregate
the ATTs into easily interpretable causal parameters. In section II, I introduce the matching and
weighted least squares estimators. In section III, I introduce the parallel pre-trends test. In section
IV, I demonstrate that my estimators and parallel pre-trends test perform well in a series of Monte
Carlo simulations. In section V, I discuss practical issues and extensions of the baseline approach.
I conclude in section VI.

3To see this another way, consider that V̂ =
∑#

8=1
∑)

C=1.8Cl8C , where l8C := �̃8C∑#
8′=1

∑)
C′=1 �̃2

8′C′
and �̃8C is the residual

from the regression �8C = FE�8 + FE�C + a8C . In a setting with some earlier-treated units and many later-treated units,
FE�8 + FE�C may exceed 1 for earlier-treated units in later periods. Therefore, l8C may be negative for earlier-treated
units in later periods. Thatl8C < 0 for earlier-treated units in later periods means that V̂ incorporates the corresponding
.8C more often in the comparison group parts of V̂’s constituent differences-in-differences than in the treated group
parts—even though unit 8 was treated before period C.
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I. Model

A. Setup

Consider a setting with a population of units I observed over a sequence of at least two periods
T := {1, ..., )}. Each unit may experience an event in each period.4 For each (8, 4) ∈ I × T , let
�84 indicate whether unit 8 experiences an event in period 4 and let �8 := (�84 : 4 ∈ T ) be the
unit’s complete event history.5 Let Ω� ⊆ {0, 1}) be the support of �8. For each (8, 4) ∈ I × T ,
define �−4

8
:= (�81, ..., �84−1, �84+1, ..., �8) ) as unit 8’s history of events in periods other than

period 4 and define Ω�−4 as the support of �−4
8
. I will refer to elements of Ω�−4 as e-histories to

distinguish them from the complete histories in Ω� . For clarity, I will sometimes write �−4
8
as

(�81, ..., �84−1,−, �84+1, ..., �8) ) and �8 as (�−4
8
, �84) for each (8, 4) ∈ I × T .

In this setting, the events may affect the units. For each (8, C, �) ∈ I×T ×Ω� , let.8C (�) be unit
8’s potential outcome in period C were unit 8 to experience history �, and let .8C := .8C (�8) be unit
8’s realized outcome. For each 4 ∈ T , let Ω∗

�−4 := {�−4 : (�−4, 1) ∈ Ω� ∧ (�−4, 0) ∈ Ω�} be the
set of e-histories which admit both treated and untreated units in period 4.6 For each (8, 4, C, �−4) ∈
I × T 2 × Ω∗

�−4 , define V84C (�−4) := .8C (�−4, 1) − .8C (�−4, 0). This is the treatment effect for unit
8 in period C of a period 4 event given the e-history �−4.7 For each (4, C, �−4) ∈ T 2 ×Ω∗

�−4 , define
the ATT:

V�))4C (�−4) : = E
[
V84C (�−4)

�� �8 = (�−4, 1)
]

This is the average treatment effect in period C of a period 4 event given the e-history �−4 among
units that actually experience �8 = (�−4, 1).

4I consider settings where units may experience multiple events per period in section V. Each event is permanent
in the sense that a unit that is treated in a period 4 is forever “treated in period 4.” However, the effect of each event
may fade over time.

5For example, consider the case that ) = 3. If �8 = (0, 1, 1) and � 9 = (0, 1, 0), then unit 8 experiences an event in
periods 2 and 3, while unit 9 experiences an event only in period 2.

6For each period 4 ∈ T , the set of e-histories Ω∗
�−4 is a strict subset of Ω�−4 if and only if there exists some

e-history �−4 ∈ Ω�−4 such that (�−4, 0) ∉ Ω� or (�−4, 1) ∉ Ω� . For such e-histories �−4, treatment effects are not
defined.

7I discuss cumulative treatment effects in section V.
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B. Identification

Ideally, researchers could estimate the ATTs by directly computing.8C (�−4, 1) −.8C (�−4, 0) for
each (8, 4, C, �−4) ∈ I × T 2 ×Ω∗

�−4 . However, the fundamental problem of causal inference in this
setting is that .8C (�−4, 1) and .8C (�−4, 0) are never both observed for the same unit—researchers
cannot compute .8C (�−4, 1) −.8C (�−4, 0). Instead, researchers can use event studies to estimate the
ATTs under generalizations of the no anticipation and parallel trends assumptions usually made in
settings where units experience one event at most.

No anticipation. For any (C, �) ∈ T × Ω� , let �≤C := (�1, ..., �C) and let �>C := (�C+1, ..., �) ).
(Let �>) be null.) For any (C, �) ∈ T × Ω� and any (�̂>C , �̃>C) such that (�≤C , �̂>C) ∈ Ω� and
(�≤C , �̃>C) ∈ Ω�:

E
[
.8C (�≤C , �̃>C) |�8 = �

]
= E

[
.8C (�≤C , �̂>C

� ) |�8 = �
]

This states that within any group of units {8 : �8 = �} that share a realized event history, the average
potential outcomes in any period C following the realized sequence of events �≤C

8
are invariant to

any future sequence of events �̃>C or �̂>C . In other words, it states that for any cohort of units that
share a realized event history, the realized sequence of events up to period C is a sufficient statistic
for the corresponding average potential outcome in period C. Consider for example the case that
) = 3 and Ω� := {0, 1}3. Then for {8 : �8 = (0, 1, 1)}, the no anticipation assumption states that:

E
[
.81(0, 1, 1) |�8 = (0, 1, 1)

]
= E

[
.81(0, 0, 1) |�8 = (0, 1, 1)

]
= E

[
.81(0, 1, 0) |�8 = (0, 1, 1)

]
= E

[
.81(0, 0, 0) |�8 = (0, 1, 1)

]
E
[
.82(0, 1, 1) |�8 = (0, 1, 1)

]
= E

[
.82(0, 1, 0) |�8 = (0, 1, 1)

]
The generalized no anticipation assumption is similar to the conventional no anticipation as-

sumption researchers express in settings where units experience one event at most. For example,
consider Einav, Finkelstein, and Mahoney’s (2019) study of the effects of LTCH entry on health
care spending. Assume for simplicity that ) = 3 and Ω� := {0} × {0, 1}2. In this setting, the
generalized no anticipation assumption may be stated as follows:

• For one event: Average health care spending in hospital markets that experienced exactly one
LTCH entry was unaffected by the LTCH entry until the LTCH entry occurred.
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– For example, for hospital markets that experienced LTCH entry history �8 = (0, 1, 0),
average health care spending in period 1 was the same as it would have been had the
hospital markets experienced �8 = (0, 0, 0), �8 = (0, 0, 1), or �8 = (0, 1, 1) instead.

• Formultiple events: Average health care spending in hospitalmarkets that experienced exactly
two LTCH entries was unaffected by either LTCH entry until each LTCH entry occurred.

– For example, for hospital markets that experienced LTCH entry history �8 = (0, 1, 1),
average health care spending in period 1 was the same as it would have been had the
hospital markets experienced �8 = (0, 0, 0), �8 = (0, 0, 1), or �8 = (0, 1, 0) instead. In
addition, average health care spending in period 2 was the same as it would have been
had the hospital markets experienced �8 = (0, 1, 0) instead.

Parallel post-trends. For all (4, C, �−4) ∈ T 2 ×Ω∗
�−4 such that C ≥ 4 ≥ 2,

E
[
.8C (�−4, 0) − .84−1(�−4, 0)

�� �8 = (�−4, 1)
]
= E

[
.8C (�−4, 0) − .84−1(�−4, 0)

�� �8 = (�−4, 0)
]

Let E := T \ {1}. The parallel post-trends assumption states that for any (4, �−4) ∈ E ×Ω∗
�−4 , the

average change in outcomes between periods 4−1 and C ∈ {4, ...)} among units
{
8 : �8 = (�−4, 1)

}
were they to experience history �8 = (�−4, 0) instead is the same as the contemporaneous average
change in realized outcomes among units

{
8 : �8 = (�−4, 0)

}
. Consider for example the case that

) = 3 and Ω� = {0, 1}3. Then for units {8 : �8 = (0, 1, 1)}, the parallel post-trends assumption
states that:

E
[
.82(0, 0, 1) − .81(0, 0, 1) |�8 = (0, 1, 1)

]
= E

[
.82(0, 0, 1) − .81(0, 0, 1) |�8 = (0, 0, 1)

]
E
[
.83(0, 0, 1) − .81(0, 0, 1) |�8 = (0, 1, 1)

]
= E

[
.83(0, 0, 1) − .81(0, 0, 1) |�8 = (0, 0, 1)

]
E
[
.83(0, 1, 0) − .82(0, 1, 0) |�8 = (0, 1, 1)

]
= E

[
.83(0, 1, 0) − .82(0, 1, 0) |�8 = (0, 1, 0)

]
The generalized parallel post-trends assumption is similar to the conventional parallel post-

trends assumption researchers express in settings where units experience one event at most. For
example, consider Sarsons’s (2017) study of the effects of negative surgical events on physicians’
referral patterns. Assume for simplicity that ) = 3 and Ω� := {0} × {0, 1}2. In this setting, the
generalized parallel post-trends assumption may be stated as follows:

• For one event: Consider surgeons who experienced exactly one negative surgical event. After
the negative surgical event and but-for the negative surgical event, average referrals among

7
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these surgeons would have moved synchronously with average referrals among surgeons who
experienced no negative surgical events.

– For example, consider a group of surgeons who experienced the history of negative
surgical events �8 = (0, 0, 1). For this group of surgeons, but for the period three
event, average referrals between periods 2 and 3 would have moved synchronously with
those of surgeons who also experienced e-history �−3

8
= (0, 0,−), but who experienced

�83 = 0 instead of �83 = 1.

• For multiple events: Consider surgeons who experienced negative surgical events in both
periods 2 and 3. After each respective negative surgical event and but-for each respective
negative surgical event, average referrals among these surgeons would have moved syn-
chronously with average referrals among surgeons who did not experience that surgical
event, but did experience the other.

– For example, consider a group of surgeons who experienced the history of negative
surgical events �8 = (0, 1, 1). For this group of surgeons, but for the period 2 event,
average referrals between periods 1, 2, and 3 would have moved synchronously with
those of surgeons who also experienced e-history �−2

8
= (0,−, 1), but who experienced

�82 = 0 rather than �82 = 1. In addition, their average referrals between periods 2
and 3 would have moved synchronously with those of surgeons who also experienced
e-history �−3

8
= (0, 1,−), but who experienced �83 = 0 rather than �83 = 1.

Theorem 1. Under no anticipation and parallel post-trends, it follows that for all (4, C, �−4) ∈
E × T ×Ω∗

�−4 such that C ≥ 4, V�))4C (�−4) is identified by the difference-in-differences:

V�))4C (�−4) = E[.8C − .84−1 |�8 = (�−4, 1)] − E[.8C − .84−1 |�8 = (�−4, 0)] (3)

For proof, see Appendix A. �

To illustrate, consider the case that ) = 4 and Ω� = {0} × {0, 1}3. The following ATTs are
identified by difference-in-differences under no anticipation and parallel post-trends:

1. For the purposes of identifying the effect of being treated in period 2, compare:

1.1. {8 : �8 = (0, 1, 0, 0)} with {8 : �8 = (0, 0, 0, 0)} to get
(
V�))2C (0,−, 0, 0) : C ∈ T

)
1.2. {8 : �8 = (0, 1, 1, 0)} with {8 : �8 = (0, 0, 1, 0)} to get

(
V�))2C (0,−, 1, 0) : C ∈ T

)
1.3. {8 : �8 = (0, 1, 0, 1)} with {8 : �8 = (0, 0, 0, 1)} to get

(
V�))2C (0,−, 0, 1) : C ∈ T

)
8
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1.4. {8 : �8 = (0, 1, 1, 1)} with {8 : �8 = (0, 0, 1, 1)} to get
(
V�))2C (0,−, 1, 1) : C ∈ T

)
2. For the purposes of identifying the effect of being treated in period 3, compare:

2.1. {8 : �8 = (0, 0, 1, 0)} with {8 : �8 = (0, 0, 0, 0)} to get
(
V�))3C (0, 0,−, 0) : C ∈ T

)
2.2. {8 : �8 = (0, 1, 1, 0)} with {8 : �8 = (0, 1, 0, 0)} to get

(
V�))3C (0, 1,−, 0) : C ∈ T

)
2.3. {8 : �8 = (0, 0, 1, 1)} with {8 : �8 = (0, 0, 0, 1)} to get

(
V�))3C (0, 0,−, 1) : C ∈ T

)
2.4. {8 : �8 = (0, 1, 1, 1)} with {8 : �8 = (0, 1, 0, 1)} to get

(
V�))3C (0, 1,−, 1) : C ∈ T

)
3. For the purposes of identifying the effect of being treated in period 4, compare:

3.1. {8 : �8 = (0, 0, 0, 1)} with {8 : �8 = (0, 0, 0, 0)} to get
(
V�))4C (0, 0, 0,−) : C ∈ T

)
3.2. {8 : �8 = (0, 1, 0, 1)} with {8 : �8 = (0, 1, 0, 0)} to get

(
V�))4C (0, 1, 0,−) : C ∈ T

)
3.3. {8 : �8 = (0, 0, 1, 1)} with {8 : �8 = (0, 0, 1, 0)} to get

(
V�))4C (0, 0, 1,−) : C ∈ T

)
3.4. {8 : �8 = (0, 1, 1, 1)} with {8 : �8 = (0, 1, 1, 0)} to get

(
V�))4C (0, 1, 1,−) : C ∈ T

)
I discuss how researchers can aggregate these parameters in section I.C.

In settings where units experience one event at most, researchers conducting event studies
commonly scrutinize the plausibility of the no anticipation and parallel trends assumptions by
examining whether trends among treated and untreated units had been moving synchronously
before the treated units’ event. In section III, I propose an approach for conducting such an exercise
in settings where units may experience multiple events. In particular, I introduce a statistical test
of the null hypothesis that V�))4C (�−4) = 0 for all (4, C, �−4) ∈ E × T × Ω∗

�−4 such that C < 4. My
approach relies on the following:

Parallel pre-trends. For all (4, C, �−4) ∈ E × T ×Ω∗
�−4 such that C < 4:

E
[
.8C (�−4, 0) − .84−1(�−4, 0)

�� �8 = (�−4, 1)
]
= E

[
.8C (�−4, 0) − .84−1(�−4, 0)

�� �8 = (�−4, 0)
]

Theorem 2. Under no anticipation and parallel pre-trends, it follows that for all (4, C, �−4) ∈
E × T ×Ω∗

�−4 such that C < 4, V�))4C (�−4) is identified by the difference-in-differences in equation
(3), and furthermore V�))4C (�−4) = 0. For proof, see Appendix A. �

The no anticipation and parallel trends assumptions have several additional implications. First,
they imply that groups of treated units that share an untreated comparison group also share a
counterfactual outcome path. Continuing with the foregoing example where ) = 4 and Ω� =

{0} × {0, 1}3, parallel trends implies that average outcomes among {8 : �8 = (0, 0, 0, 1)}, {8 : �8 =

9
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(0, 0, 1, 0)}, and {8 : �8 = (0, 1, 0, 0)} would have moved synchronously with one another had they
been untreated. As in settings where units experience one event at most, this implies that if events
are assigned to groups in part based on the groups’ average untreated outcome trends, then the
identifying assumptions are not satisfied.

Second, the no anticipation and parallel trends assumptions imply that groups of units that
share a common initial sequence of events move synchronously until they experience their first
differentiating event. For example, consider the groups � := {8 : �8 = (0, 0, 0, 0)}, � := {8 : �8 =
(0, 0, 1, 0)}, and � := {8 : �8 = (0, 0, 1, 1)}. The no anticipation and parallel trends assumptions
imply that average realized outcomes among �, �, and � move synchronously between periods 1
and 2. Furthermore, they imply that average realized outcomes among � and�move synchronously
between periods 1, 2, and 3.

Third, no anticipation and parallel trends imply that some ATTs are linear combinations of
others.8 Define the vectors \ :=

(
V�))4C (�−4) : (4, C, �−4) ∈ E × T × Ω∗

�−4
)
and � :=

(
E[.8C |�8 =

�] : (C, �) ∈ T ×Ω�

)
. No anticipation and parallel trends imply that each element V�))4C (�−4) of

\ is a linear combination of four elements of � , according to equation (3). The number of linearly
independent parameters V�))4C (�−4) is equal to the rank of the matrix � satisfying:

� · � = \ (4)

I return to this observation in section III.

Remark. The source of the “contamination” problem that can motivate researchers to exclude some
events is a correlation between �84 and �−4

8
. If experiencing an event in period 4 is correlated

with experiencing events in other periods 4′, then the average counterfactual trend among units{
8 : �84 = 1

}
differs from the average observed trend among units

{
8 : �84 = 0

}
. Mathematically,

E
[
.8C (�−4, 0) − .84−1(�−4, 0)

�� �84 = 1
]

=
∑
�−4
E
[
.8C (�−4, 0) − .84−1(�−4, 0)

�� �8 = (�−4, 1)
]
P(�−4

8 = �−4 |�84 = 1)

=
∑
�−4
E
[
.8C (�−4, 0) − .84−1(�−4, 0)

�� �8 = (�−4, 0)
]
P(�−4

8 = �−4 |�84 = 1)︸                       ︷︷                       ︸
∗

≠
∑
�−4
E
[
.8C (�−4, 0) − .84−1(�−4, 0)

�� �8 = (�−4, 0)
]
P(�−4

8 = �−4 |�84 = 0)︸                       ︷︷                       ︸
Not equal to ∗

8For example, they imply that
[
V�))

34 (0, 0,−, 0) − V�))
33 (0, 0,−, 0)

]
−

[
V�))

34 (0, 0,−, 1) − V�))
33 (0, 0,−, 1)

]
+

V�))
44 (0, 0, 1,−) = V�))

44 (0, 0, 0,−).

10
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= E
[
.8C (�−4, 0) − .84−1(�−4, 0)

�� �84 = 0
]

For example, if e-histories �−4 that include many events are relatively more likely to be realized
given �84 = 1, and if the effect of an event is positive, then the difference-in-differences between
units treated in period 4 and units untreated in period 4 before-and-after period 4would overestimate
the ATT of the period 4 event. The identification strategy I introduced in this section resolves this
contamination problem by comparing units that have the same sequence of events in periods 4′ ≠ 4.

C. Aggregating parameters

Under no anticipation and parallel trends, equation (3) identifies a large set of parameters: one
V�))4C (�−4) for every (4, C, �−4) ∈ E × T × Ω∗

�−4 . In practice, researchers may wish to aggregate
these parameters to summarize their findings. I propose the following aggregates.9

First, I propose aggregating
{
V�))4C (�−4) : (4, C, �−4) ∈ E × T ×Ω∗

�−4
}
across �−4 ∈ Ω∗

�−4 , as
follows. For each (4, C) ∈ E × T , define:

V�))4C := E
[
V�))4C (�−4)

�� �84 = 1
]
=

∑
�−4∈Ω∗

�−4

V�))4C (�−4)P
(
�−4
8 = �−4 �� �84 = 1

)
(5)

This parameter is the average effect in period C of a period 4 event among units
{
8 : �84 = 1

}
. Each

V�))4C (�−4) is weighted by the proportion of units treated in period 4 that experience �−4
8

= �−4.
For each period 4 ∈ E, the vector of parameters

(
V�))4C : C ∈ T

)
is the average evolution of the ATT

among units
{
8 : �84 = 1

}
.

Second, the set of parameters {V�))4C : (4, C) ∈ E × T } may be aggregated to construct a
measure of the average evolution of the ATT. Let the backward-looking event window be,� and
the forward-looking event window be ,� such that ,� +,� ≤ ) . Define the set E(,�,,�) :=
{1 +,�, ..., ) −,� + 1}.10 Then for every g ∈ {−,�, ...,,� − 1}, define:

V�))g (,�,,�) :=
∑
4∈E(,� ,,� ) V

�))
4,4+gP(�84 = 1)∑

4∈E(,� ,,� ) P(�84 = 1) (6)

For each g, the parameter V�))g (,�,,�) is the ATT of an event g periods relative to the event
among units that experienced an event during E(,�,,�). Intuitively, V�))g is a weighted average
of the elements of {V�))4C : (4, C) ∈ E × T } for values of 4, C which are exactly g periods apart. It

9Callaway and Sant’Anna (2021) proposed similar aggregates in settings where units experience one event at most.
10In a balanced panel, each unit that experiences an event any period 4 ∈ E(,�,,� ) is observed for at least ,�

periods strictly before 4 and for at least,� periods weakly after 4.
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weights each V�))4C by the proportion of units treated in period 4. The vector
(
V�))g (,�,,�) : g ∈

{−,�, ...,,� − 1}
)
may be plotted to summarize the average evolution of the ATT.

Finally, the set of parameters {V�))4C : (4, C) ∈ E × T } can also be summarized by a single
parameter. Define:

V�)) :=
)∑
4=2

[ )∑
C=4

V�))4C

(
1

) − (4 − 1)

) ] (
P(�84 = 1)∑)
:=1 P(�8: = 1)

)
, (7)

This is a weighted average of the elements of {V�))4C : (4, C) ∈ E × T } among (4, C) such that
4 ≤ C. Within 4, each element of

{
V�))4C : C ∈ {4, ..., )}

}
is equally weighted. Across 4, the weights

correspond to the fraction of units that are treated in period 4. Researchers may alternatively
aggregate {V�))4C : (4, C) ∈ E ×T } into a single parameter in a way that is consistent with the vector(
V�))g (,�,,�) : g ∈ {−,�, ...,,� − 1}

)
, as follows:

V�)) (,�,,�) :=
∑

4∈E(,� ,,� )

[4+,�−1∑
C=4

V�))4C

(
1
,�

) ] (
P(�84 = 1)∑

:∈E(,� ,,� ) P(�8: = 1)

)
=

1
,�

,�−1∑
g=0

V�))g (,�,,�) (8)

D. Illustrations

In this section, I graphically illustrate the identification strategy and aggregations introduced
in sections I.B and I.C. Consider a setting with ) = 6 and Ω� = {0, 1}6. Under no anticipation
and parallel trends, ATTs for periods 2 through 6 are identified. Assume that we are interested in
identifying the ATT of a period 3 event for units that experience the event history (0, 0, 1, 0, 1, 0).
Under no anticipation and parallel trends, the ATT in each period C ∈ T of experiencing a period
3 event among � := {8 : �8 = (0, 0, 1, 0, 1, 0)} is identified as the difference-in-differences given in
equation (3) between units in � and unit in � := {8 : �8 = (0, 0, 0, 0, 1, 0)}, as follows:

V�))3C (0, 0,−, 0, 1, 0) = E
[
.8C − .82

�� �8 = (0, 0, 1, 0, 1, 0)
]
− E

[
.8C − .82

�� �8 = (0, 0, 0, 0, 1, 0)
]

Furthermore,
(
V�))31 (0, 0,−, 0, 1, 0), ..., V�))36 (0, 0,−, 0, 1, 0)

)
is the evolution of the ATT of the

period 3 event among units in �. Figure 1 plots the observed evolution of outcomes among units
in � and units in �, illustrating how a comparison between these two groups can identify ATTs
under no anticipation and parallel trends. In this figure, each event raises the outcome of interest

12
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by 3 · (0.5)# of past events. Figures 2 and 3 plot two additional examples for units that experience the
e-histories (0, 0,−, 0, 0, 0) and (0, 1,−, 0, 1, 1), respectively.

Moreover, under no anticipation and parallel trends, the evolution of the ATT for units treated
in period 3 who experience any e-history �−3 ∈ Ω∗

�−3 is identified. For any period C ∈ {1, ..., 6},
the identified parameters may be arranged in a table, as follows

e-history Parameter Weight
(0, 0,−, 0, 0, 0) V�))3C (0, 0,−, 0, 0, 0) P

(
�−3
8

= (0, 0,−, 0, 0, 0)
�� �83 = 1

)
(1, 0,−, 0, 0, 0) V�))3C (1, 0,−, 0, 0, 0) P

(
�−3
8

= (1, 0,−, 0, 0, 0)
�� �83 = 1

)
...

...
...

(1, 1,−, 1, 1, 1) V�))3C (1, 1,−, 1, 1, 1) P
(
�−3
8

= (1, 1,−, 1, 1, 1)
�� �83 = 1

)
By averaging all V�))3C (·) in themiddle column using the probabilities in the right column asweights,
researchersmay then construct V�))3C as defined in equation (5)—theATT in period C of experiencing
a period 3 event. By repeating this process for all C, researchers may construct

(
V�))31 , ..., V�))36

)
.

This is the average evolution of the ATT among units treated in period 3. Researchers may repeat
this process for periods 2, 4, 5, and 6 to construct

(
V�))4C : (4, C) ∈ {2, ..., 6} × {1, ..., 6}

)
. Figure

4 plots
(
V�))4C : C ∈ {1, ..., 6}

)
for each 4 ∈ {2, ..., 6} for some example treatment effect functions.

Each line represents the average evolution of the ATT of each period 4 event.

These parameters may be aggregated further. Consider the parameters
(
V�))g (,�,,�) : g ∈

{−,�, ...,,� − 1}
)
as defined by equation (6). Continuing with the foregoing example, consider

the cases that (,�,,�) is equal to either (2, 2), (3, 3), or (2, 3). Then E(,�,,�) may be either
E(2, 2) = {3, 4, 5}, E(3, 3) = {4}, or E(2, 3) = {3, 4}. For each period C and for each period
4 ∈ E(,�,,�), the weight given to V�))4C in the construction of V�))C−4 (,�,,�) is the share of
units treated in period 4 among the units treated in any period 4′ ∈ E(,�,,�). For example, if
(,�,,�) = (2, 3), |{8:�84=3}|

|{8:�84=3∨�84=4}| =
1
3 , and

|{8:�84=4}|
|{8:�84=3∨�84=4}| =

2
3 , then the weight given to period

3’s average evolution of the ATT is 1
3 and the weight given to period 4’s average evolution of

the ATT is 2
3 . Continuing with the example presented in figure 4, the average evolution of the

ATT within the event window (2, 3) is plotted in figure 5 for the case that |{8:�84=3}|
|{8:�84=3∨�84=4}| =

1
3 and

|{8:�84=4}|
|{8:�84=3∨�84=4}| =

2
3 . Notice that although an additional point is observed for the period 3 event after

relative time zero (i.e., the point at relative time 3), researchers should not include this point in the
overall average evolution of the ATT, because doing so could misleadingly show an upward-sloping
dynamic treatment effect rather than a static treatment effect.

Finally, researchers can further aggregate these parameters using equations (7) or (8). Equation
(8) produces an equal-weighted average of the elements of

(
V�))g (,�,,�) : g ∈ {−,�, ...,,� −

13
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1}
)
. For example, consider figure 5. Equation (8) defines V�)) (2, 3) as an equal-weighted average

of V�))0 (2, 3), V�))1 (2, 3), and V�))2 (2, 3). Equation (7) produces an analogous average using
all {V�))4C : C ≥ 4 ≥ 2}, not just those included in the construction of

(
V�))g (,�,,�) : g ∈

{−,�, ...,,� − 1}
)
. However, the parameter defined in equation (7) may appear inconsistent with(

V�))g (,1,,�) : g ∈ {−,�, ...,,� − 1}
)
. It also implicitly assigns more weight to earlier events

because earlier events have more post-event periods.

II. Estimation

A. Matching estimator

I assume that a balanced panel of # units is drawn independently from a common population.
Let I := {1, ..., #} denote the set of units in the sample. For each unit 8 ∈ I and each history
� ∈ Ω� , let .8 (�) := (.8C (�) : C ∈ T ) denote the vector of potential outcomes and let .8 := .8 (�8)
denote the vector of observed outcomes. The data are {(.8, �8) : 8 ∈ I}.

For all (4, C, �−4) ∈ E × T ×Ω∗
�−4 , I propose the following estimator of V�))4C (�−4):

V̂�))4C (�−4) :=
∑
8:�8=(�−4,1) .8C − .84−1��{8 : �8 = (�−4, 1)}

�� −
∑
8:�8=(�−4,0) .8C − .84−1��{8 : �8 = (�−4, 0)}

�� (9)

No anticipation, parallel trends, and the law of large numbers imply that V̂�))4C (�−4)
?
→ V�))4C (�−4)

as # → ∞ for all (4, C, �−4) ∈ E × T ×Ω∗
�−4 .

Recall the vector of parameters \ :=
(
V�))4C (�−4) : (4, C, �−4) ∈ E × T × Ω∗

�−4
)
defined in

section I. Index the elements of \ with the set of indices K := {1, ...,  }. Then we may write
that \ := (\: : : ∈ K), where each \: is equal to a corresponding V�))4C (�−4). Define the vector
\̂ :=

(
\̂: : : ∈ K

)
. Let the covariance matrix of \̂ be denoted +\̂ . For all (:, �4) ∈ K × {0, 1},

define #: (�4) := |{8 : �8 = (�−4, �4)}|. For each (8, C, 4) ∈ I × T × E, define Δ8C4 := .8C − .84−1.
Then for all (:1, :2) ∈ K2 corresponding to some

(
(41, C1, �

−41
1 ), (42, C2, �

−42
2 )

)
, the corresponding

element of +\̂ is given by:

C
[
\̂:1 , \̂:2

]
= #−1

:1
(1)C

[
Δ8C141 ,Δ8C242 |�8 = (�−41

1 , 1)
]
1
[
{8 : �8 = (�−41

1 , 1) = (�−42
2 , 1)} ≠ ∅

]
− #−1

:1
(1)C

[
Δ8C141 ,Δ8C242 |�8 = (�−41

1 , 1)
]
1
[
{8 : �8 = (�−41

1 , 1) = (�−42
2 , 0)} ≠ ∅

]
− #−1

:1
(0)C

[
Δ8C141 ,Δ8C242 |�8 = (�−41

1 , 0)
]
1
[
{8 : �8 = (�−41

1 , 0) = (�−42
2 , 1)} ≠ ∅

]
14
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+ #−1
:1
(0)C

[
Δ8C141 ,Δ8C242 |�8 = (�−41

1 , 0)
]
1
[
{8 : �8 = (�−41

1 , 0) = (�−42
2 , 0)} ≠ ∅

]
(10)

For proof, see Appendix B. Intuitively, this expression states that if each unit is drawn indepen-
dently, then the covariance between any V̂�))41C1 (�

−41
1 ) and V̂�))42C2 (�

−42
2 ) depends only on the units

contributing to both estimators. For example, if a unit 8 is among the treated group for the purposes
of estimating V̂�))41C1 (�

−41
1 ) and among the control group for the purposes of estimating V̂�))42C2 (�

−42
2 ),

then it will contribute to the covariance between V̂�))41C1 (�
−41
1 ) and V̂�))42C2 (�

−42
2 ) through the second

summand of the foregoing expression.

Researchers can estimate +\̂ using the plug-in estimator +̂\̂ constructed from equation (10) by
replacing the covariance operator C with its sample analogue Ĉ. The standard error of any given
V̂�))4C (�−4) is the standard deviation of a difference-in-means:

f̂V̂�))
4C (�−4) :=

√√√ (
f̂1
.8C−.84−1

) 2��{8 : �8 = (�−4, 1)}
�� +

(
f̂0
.8C−.84−1

) 2��{8 : �8 = (�−4, 0)}
��

where f̂1
.8C−.84−1

is the sample standard deviation of .8C −.84−1 among units {8 : �8 = (�−4, 1)} and
f̂0
.8C−.84−1

is the sample standard deviation of .8C − .84−1 among units {8 : �8 = (�−4, 0)}.

In section I, I introduced aggregates of the elements of
{
V�))4C (�−4) : (4, C, �−4) ∈ E ×

T × Ω∗
�−4

}
to summarize the average treatment effects on the treated. I propose estimating

aggregates such as V�))4C , V�))g (,�,,�), V�)) , and V�)) (,�,,�) with plug-in estimators (i.e.,
using V̂�))4C (�−4) and frequency estimators of probabilities P(·)). Consistency of these estimators
follows from the continuous mapping theorem. The standard errors of the aggregate parameters
can be computed with the block bootstrap.

B. Stacked regression

The foregoing matching estimator transparently estimates ATTs under the generalized no an-
ticipation and parallel trends assumptions in settings where units experience multiple events. It
is transparent in the sense that it explicitly computes the difference-in-differences in equation (3)
and aggregates the elements of (V�))4C (�−4) : (4, C, �−4) ∈ E × T × Ω∗

�−4) using easy-to-interpret
weights. In this section, I introduce an equivalent regression-based estimator which may be easier
to implement in practice.

Continue considering the dataset {(.8, �8) : 8 ∈ I} introduced in section II.A. Let
{
(4,.8, �8) :

(4, 8) ∈ E × I be the “stacked” version of this dataset, wherein copies of {(.8, �8) : 8 ∈ I} are
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appended upon one another for every 4 ∈ E. That is, let (4,.8, �8) = (4′, .8, �8) for all (4, 4′) ∈ E2.
In each stack 4, keep only those units satisfying �−4

8
∈ Ω∗

�−4 . Consider the vector \ defined in
section I.B, let : index the elements of \, let  be the number of elements of \, and let :̃ map
values of (4, C, �−4) to the indices of \. Consider the regression model:

.84C =

 ∑
:=1

\:1[ :̃ (4, C, �−4
8 ) = :]1[�84 = 1] + FE48 + FE4C�−4

8
+ Y84C (11)

where .84C = .8C in stack 4, FE48 is an 4-specific unit fixed effect and FE4C�−4
8
is an (4, �−4

8
)-

specific period fixed effect. The OLS estimator of each element of \ consistently estimates the
corresponding V�))4C (�−4).

Next, consider an event window (,�,,�), let W := {−,�, ...,,� − 1} \ {−1}, and let
E(,�,,�) be as defined in section I.C. Consider the subset of the foregoing stacked dataset given
by {(4,.8, �8) : (4, 8) ∈ E(,�,,�) × I

}
. Consider the regression models:

.84C =
∑
g∈W

dg1[8 was treated in 4 and C = 4 + g] + FE48 + FE4C�−4
8
+ Y84C (12)

.84C = d1[8 was treated in 4 and C ≥ 4] + FE48 + FE4C�−4
8
+ Y84C (13)

Gardner (2021) derived the weight given to each observation in a stacked dataset by the OLS
estimator of an event study regression model. The weight given to each observation within
each (4, �−4) is increasing in the variance of the treatment indicator within (4, �−4) and the
number of units within (4, �−4) relative to the number of units in the full dataset. For each
(4, �−4, �) ∈ E(,�,,�) ×Ω∗

�−4 × {0, 1}, define # (4, �−4, �) := |{8 : �8 = (�−4, �)}|. For each
(4, ℎ) ∈ E(,�,,�) ×Ω∗

�−4 , define the weight:

l4ℎ :=
(

^4ℎ∑
4′∈E(,� ,,� )

∑
ℎ′∈Ω∗

�−4′
^4ℎ

) −1

︸                                     ︷︷                                     ︸
Inverse of Gardner weights

(
# (4, ℎ, 1)∑

4′∈E(,� ,,� )
∑
ℎ′∈Ω∗

�−4′
# (4′, ℎ′, 1)

)
︸                                             ︷︷                                             ︸

(4,ℎ) pairs with more treated units receive more weight

(14)

where

^4ℎ :=
(

# (4, ℎ, 1)# (4, ℎ, 0)(
# (4, ℎ, 1) + # (4, ℎ, 0)

) 2

)
︸                                ︷︷                                ︸
Variance of �84 within (4,�−4)

(
# (4, ℎ, 1) + # (4, ℎ, 0)∑

4′∈E(,� ,,� )
∑
ℎ′∈Ω∗

�−4′
# (4′, ℎ′, 1) + # (4′, ℎ′, 0)

)
︸                                                                ︷︷                                                                ︸

Size of stack (4,ℎ) relative to the full dataset

The weighted least squares estimators of (dg : g ∈ W) in equation (12) and d in equa-
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tion (13)—where each observation (8, 4, C) is weighted by l4�−4
8
(,� + ,�)−1 (# (4, �−4

8
, 1) +

# (4, �−4
8
, 0)

) −1 —consistently estimate (V�))g (,�,,�) : g ∈ W) and V�)) (,�,,�). The
standard errors may be computed with the block bootstrap.

III. Testing parallel pre-trends

Researchers conducting event studies in settingswhere units experience one event atmost commonly
scrutinize the plausibility of the no anticipation and parallel trends assumptions by examining
whether trends among treated and untreated units had been moving synchronously before the
treated units’ event. Researchers conducting event studies in settings where units experience
multiple events may use similar reasoning to scrutinize the no anticipation and parallel trends
assumptions introduced in section I. Consider the setting introduced in section I.A and assume that
) ≥ 3.

Under no anticipation and parallel pre-trends, it follows that for all (4, C, �−4) ∈ E × T ×Ω∗
�−4

such that C < 4, V�))4C (�−4) is identified by equation (3) and V�))4C (�−4) = 0. Define the null
hypothesis:

H0 : V�))4C (�−4) = 0 for all (4, C, �−4) ∈ E × T ×Ω∗
�−4 such that C < 4

Testing H0 may serve as a proxy test of the no anticipation and parallel post-trends assumptions in
the sense that if for any e-history �−4 ∈ Ω∗

�4 , average trends among units {8 : �8 = (�−4, 1)} differ
from average trends among units {8 : �8 = (�−4, 0)} prior to period 4, then they might have also
differed after period 4 had units {8 : �8 = (�−4, 1)} experienced the history (�−4, 0) instead.

I propose the following test of H0. Define the vector X :=
(
V�))4C (�−4) : (4, C, �−4) ∈ E × T ×

Ω∗
�−4 and C < 4

)
, and define its estimator X̂ based on equation (9) analogously. Note that X and X̂

are subvectors of \ and \̂ defined in section I, respectively. As +\̂ was defined in section I for \̂,
so too define +X̂ for X̂. Then the Wald statistic for H0 is given by , := X̂′(+̂X̂)−1X̂ where +̂X̂ is the
plug-in estimator of +X̂. As the matrix � was defined for \ by equation (4), so too define the matrix
�′ for X. Then under the null hypothesis H0,,

3→ j2
@ , where @ := rank(�′). For a given test size

U, the asymptotic critical value ,̄ of the parallel pre-trends test satisfies 1 − U = �@ (,̄), where
�@ (·) is the CDF of a j2

@ random variable.
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IV. Monte Carlo simulations

I evaluate the estimators introduced in section II and the parallel pre-trends test introduced in section
III in a series of Monte Carlo simulations. The simulations differ according to their treatment effect
functions: I consider static, dynamic, stationary, non-stationary, history independent, and history
dependent treatment effects. I also discuss the MDO estimator proposed by Sandler and Sandler
(2014) and revisited by Schmidheiny and Siegloch (2019).

To the best of my knowledge, Sandler and Sandler (2014) were the first to consider event studies
in settings where units may experience multiple events. Given an event window (,�,,�) chosen
by the researcher, they proposed the OLS estimator of the MDO regression model:

.8C =
∑
g∈W

V"�$g �8Cg + FE8 + FEC + Y8C , (15)

where V"�$g are parameters of interest,W := {−,�, ...,,� − 1} \ {−1}, and

�8Cg :=


∑)
:=C−g �8: if g = −,�

�8C−g if g ∈ W \ {−,�,,� − 1}∑C−g
:=1 �8: if g = ,� − 1

Sandler and Sandler (2014) showed that their approach performs well when treatment effects
are static, stationary, and history independent. They also showed that it performs well when
treatment effects are dynamic, stationary, and history independent, provided that the event window
(,�,,�) is wide enough to include all dynamics. I show that the matching estimator introduced
in section II also performs well in these settings, as well as in settings where treatment effects are
non-stationary, history dependent, or dynamic beyond the range of the event window.11 Examining
estimates of (V"�$g : g < 0) to conduct a parallel pre-trends test will fail to detect violations of the
no anticipation and parallel trends assumptions at the (4, C, �−4)-level that average to zero when
aggregated to relative time.12

I program the Monte Carlo simulations as follows. In each simulation, I create 50,000 units

11The OLS estimator of the MDO regression model consistently estimates ATTs when equation (15) correctly
specifies the data-generating process. But it is biased if the ATTs are dynamic beyond the range of the event window,
non-stationary, or history-dependent. For example, if each unit experiences one event at most, then theMDO regression
model is equivalent to equation (2). Sun and Abraham (2021) showed that if treatment effects are non-stationary, then
the OLS estimator of each V̂ in (2) incorporates treatment effects g′ ≠ g periods relative to treatment.

12Callaway and Sant’Anna (2021) made a similar observation for settings where units experience one event at most
and the identifying assumptions are stated conditional on covariates - .
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I := {1, ..., 50, 000}. I report Ω� in figure 6. Figure 7 plots the corresponding distribution of
events in relative time for the event window (,�,,�) = (4, 4). It illustrates that given Ω� and the
distribution �8 over Ω� chosen for the simulations, many units experience multiple events.13 For
each (8, C), I define .8C (�8) =

∑)
4=1 V

�))
4C (�−4

8
)�84 + 8 + C + Y8C where Y8C iid∼ * [−1, 1]. I consider

several treatment effect functions. For each treatment effect function, V�))
84C

(�−4) = 0 for all C < 4.
For C ≥ 4, V�))

84C
(�−4) is given by:

6 static, stationary, and hist. indep.
6 + 7(C − 4) − 0.9(C − 4)2 dynamic, stationary, and hist. indep.
41.5 + 7(C − 4) − 0.9(C − 4)2 dynamic, non-stationary, and hist. indep.(
6 + 7(C − 4) − 0.9(C − 4)2) 0.8

∑C−1
4=1 �84 dynamic, stationary, and hist. dep.(

41.5 + 7(C − 4) − 0.9(C − 4)2) 0.8
∑C−1

4=1 �84 dynamic, non-stationary, and hist. dep.

In these examples, I model history dependence using a decreasing-returns-to-treatment function.
That is, the magnitude of each event’s treatment effect is diminishing in the number of prior events.
I conduct 500 independent simulations, each consisting of one draw of

(
�8 : 8 ∈ I

)
and five

independent draws of
(
Y8C : (8, C) ∈ I × T

)
, one for each of the five treatment effect functions.

In figure 8 and 9-13, I compare the matching estimator introduced in section II.A, the weighted
least squares estimator of the stacked regressionmodel introduced in section II.B, the OLS estimator
of the stacked regression model, and the MDO estimator. The weighted least squares estimator
and the matching estimator perform well in every simulation. The MDO estimator performs well
when the treatment effect is static, stationary, and history-independent. It is biased otherwise. For
example, its estimates of pre-event ATTs are often non-zero. The OLS estimator of the stacked
regression model performed well when the treatment effect is stationary and history-independent.
When the treatment effect is non-stationary or history-dependent, the OLS estimator of the stacked
regression model assigns different weights to each V�))4C (�−4) than the matching estimator or the
weighted least squares estimator of the stacked regression model.

Finally, Figure 14 plots the distribution of Wald statistics produced by the simulations of the
parallel pre-trends test. The distribution of Wald statistics is approximately equal to the PDF of
j2

63, as expected under the null hypothesis for these simulations.14

13Note that each unit is untreated in period 1 for simplicity. If some units were treated in period 1, then the estimator
would match groups of units based on period 1 events as well as on all other events, although the effect of the period
one event would not be identified.

14Although the simulations are designed such that there are 98 parameters in the set
{
V�))
4C (�−4) : (4, C, �−4) ∈

E × T 4 ×Ω∗
�−4 and C < 4

}
, only 63 of them are linearly independent in these simulations.
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V. Practical issues and extensions

A. Unmatched units

No anticipation and parallel trends identify V�))4C (�−4) for all (4, C, �−4) ∈ E × T × Ω∗
�−4 .

However, in finite samples, theremay be some�−4 ∈ Ω∗
�−4 for which either {8 : �8 = (�−4, 1)} = ∅,

{8 : �8 = (�−4, 0)} = ∅, or both. For any such �−4, no estimate of V�))4C (�−4) can be produced
using the matching estimator or the weighted least squares estimator. Furthermore, estimates of
V�))4C , V�))g (,�,,�), V�)) (,�,,�), and V�)) will not include some elements of the support of
the underlying treatment effect distribution.15 Imai, Kim, and Wang (2021) identified a similar
issue for their matching estimator in settings where units experience one event at most and a unit’s
treated status may switch on and off. I recommend—as they do—that researchers address this issue
by reporting the number and characteristics of unmatched units and discussing context-specific
implications of unmatchedness in their research setting.

B. Short-lived treatment effect dynamics

In some contexts, treatment effect dynamics may be short lived in the sense that period-4 treated
units and untreated units begin moving synchronously again at some point after period 4. In such
contexts, researchers can estimate the ATT of each period 4 event by matching units with similar
event histories “close” to period 4 under simple modifications of the generalized no anticipation
and parallel trends assumptions. This may reduce the unmatchedness issue discussed in section
V.A by reducing the dimension of the matching variable.

C. Multiple events in the same period

In some settings, units may experience multiple events within the same period. If each event has
an observable distinguishing characteristic, then researchers can match treated units to untreated
units with a similar leave-one-event-out identification strategy under simple modifications of the
generalized no anticipation and parallel trends assumptions. That is, in each period 4, researchers
may match units based on their history of events in other periods, as well as on their history of
events in period 4, except for one event.

15Thematching estimator andweighted least squares estimator will use variation generated by at least asmany events
as would the OLS estimators of (1) and (2) applied to datasets that excluded some events to avoid “contamination.”
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On the other hand, if within each 4 all events are indistinguishable, then researchers can match
treated units to untreated units as follows. Let�84 denote the number of events that unit 8 experiences
in period 4. Let �8 := (�81, ..., �8) ) denote unit 8’s event history and let �−4

8
denote unit 8’s period

4 event e-history. Redefine potential outcomes as functions .8 (�). For each period 4, for each
(�−4, �4), researchers can match units {8 : �8 = (�−4, �4)} to units {8 : �8 = (�−4, �4 − 1)} to
estimate the ATTs of a single event in period 4 under simple modifications of the generalized no
anticipation and parallel trends assumptions.

Relatedly, researchers may consider alleviating the unmatchedness problem in section V.A by
coarsening T into larger periods—e.g., reshaping their data from the quarterly level to the yearly
level—and taking this approach. For example, consider the following table of quarterly event
indicators for one (of several) years of data:

8 Q1 Q2 Q3 Q4
� 0 0 0 0
� 1 0 0 0
� 0 1 1 0

For simplicity, assume that �, �, and � share event histories in all other quarters. Note that � can
be matched to �, but � is left unmatched with respect to both of its events. By coarsening the
data to the yearly level, � can still be matched to �, and � can now be matched to � under simple
modifications of the generalized no anticipation and parallel trends assumptions.

D. Cumulative treatment effects

The event study framework introduced in this paper can accommodate researchers who are
interested in estimating the cumulative effects of multiple events. For ease of exposition, I continue
using the language of one event per period.

In order to estimate the cumulative ATT of multiple events, researchers will typically begin
by defining a set G of vectors of periods across which they wish to estimate cumulative ATTs.
For example, if T := {1, ..., 10}, then researchers who wish to estimate the effect of two con-
secutive events will define G := {(1, 2), (2, 3), (3, 4), ..., (8, 9), (9, 10)}. For further example,
researchers who wish to estimate the effect of two events separated by one period will define
G := {(1, 3), (2, 4), (3, 5), ..., (8, 10)}. In what follows, I use the letter 4 as an index of elements of
G rather than as an index of T . For each 4 ∈ G, let 4 be the earliest coordinate of 4 chronologically.
In other words, if 4 = (5, 6, 7, 8), then 4 = (5, 6, 7, 8) = 5.
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Consider the event history �8 := (�81, ..., �8) ). For every 4 ∈ G, define the vector of event
indicators �84 := (�8C : C is a coordinate of 4). For example, �8(2,3) := (�82, �83). Define �−4

8
to

be the vector of event indicators not included in �84. For example, �−(2,3)
8

:= (�81, �84, ..., �8) ).
Then the individual-level causal parameter of interest may be defined as:

V84C (�−4) := .8C (�−4, 1) − .8C (�−4, 0)

which should be understood as the effect in period C of experiencing an event in each period
contained in 4, given an e-history �−4. The ATT may then be defined as:

V�))4C (�−4) := E
[
V84C (�−4)

�� �8 = (�−4, 1)
]

In order to estimate the cumulative effects of multiple events, researchers can match units {8 : �8 =
(�−4, 1)} to units {8 : �8 = �−4, 0)} under simple modifications of the generalized no anticipation
and parallel trends assumptions.

VI. Conclusion

In this paper, I introduced an event study framework for settings where units experience multiple
events. I introduced a theoretical model that researchers can use to clarify their identifying
assumptions and interpret their estimates. I introduced a matching estimator and a weighted least
squares estimator that researchers can use to estimate ATTs. I also introduced a parallel pre-trends
test that researchers can use to scrutinize the identifying assumptions in the usual sense. Finally, I
demonstrated in a series of Monte Carlo simulations that my estimators and parallel pre-trends test
performwell for a wide range of treatment effect functions. This work will be most useful to applied
researchers who wish to estimate the ATT of an event in settings where units experience multiple
events without necessarily excluding some events from their sample to avoid “contamination.”
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Fig. 1. This figure illustrates the identification strategy described in section I.B. In
this example, the ATT of being treated in period 3 given the e-history (0, 0,−, 0, 1, 0)
is identified by the difference-in-differences between {8 : �8 = (0, 0, 1, 0, 1, 0)} and
{8 : �8 = (0, 0, 0, 0, 1, 0)} before-and-after period 3. For clarity, group and period fixed
effects are omitted and the counterfactual path for treated units has been offset slightly
from the observed path of the untreated units. See the discussion near page 13. See
figures 2 and 3 for additional examples.
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Fig. 2. This figure illustrates the identification strategy described in section I.B. In
this example, the ATT of being treated in period 3 given the e-history (0, 0,−, 0, 0, 0)
is identified by the difference-in-differences between {8 : �8 = (0, 0, 1, 0, 0, 0)} and
{8 : �8 = (0, 0, 0, 0, 0, 0)} before-and-after period 3. For clarity, group and period fixed
effects are omitted and the counterfactual path for treated units has been offset slightly
from the observed path of the untreated units. See the discussion near page 13. See
figures 1 and 3 for additional examples.
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Fig. 3. This figure illustrates the identification strategy described in section I.B. In
this example, the ATT of being treated in period 3 given the e-history (0, 1,−, 0, 1, 1)
is identified by the difference-in-differences between {8 : �8 = (0, 1, 1, 0, 1, 1)} and
{8 : �8 = (0, 1, 0, 0, 1, 1)} before-and-after period 3. For clarity, group and period fixed
effects are omitted and the counterfactual path for treated units has been offset slightly
from the observed path of the untreated units. See the discussion near page 13. See
figures 1 and 2 for additional examples.
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Fig. 4. This figure illustrates the average evolution of the ATT
(
V�))4C : C ∈ T

)
for

each 4 ∈ E given static and non-stationary treatment effects. In this example, the ATTs
decline with 4. The pre-event parameters are set to be slightly different from zero
so that each line in the figure can be distinguished in the pre-event period. See the
discussion near page 13.
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Fig. 5. This figure illustrates how
(
V�))g (2, 3) : g ∈ {−2, 2}

)
may be constructed from

{V�))4C : (4, C) ∈ T 2 and 4 ≥ 2} according to equation (6). The pre-event parameters are
set to be slightly different from zero so that each line in the figure can be distinguished
in the pre-event period. See the discussion near page 13.
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Event Periods Prob.

ID 1 2 3 4 5 6 7 8 9 10 Mass

1. - - - - - - - - - - 0.010

2. - 1 - - - - - - - - 0.010

3. - - 1 - - - - - - - 0.010

4. - - - 1 - - - - - - 0.010

5. - - - - 1 - - - - - 0.010

6. - - - - - 1 - - - - 0.010

7. - - - - - - 1 - - - 0.010

8. - - - - - - - 1 - - 0.010

9. - - - - - - - - 1 - 0.010

10. - - - - - - - - - 1 0.010

11. - 1 - 1 - - - - - - 0.200

12. - - - - 1 1 - - - - 0.200

13. - - - - - - 1 - - 1 0.200

14. - - - - - - 1 1 - - 0.200

15. - - - 1 - - 1 1 - - 0.020

16. - 1 - 1 1 - - - - - 0.020

17. - - 1 - 1 1 - - - - 0.020

18. - - 1 - - - 1 - - 1 0.020

19. - 1 1 - - - 1 - - 1 0.020

Probability mass with zero events 0.010

Probability mass with one event 0.090

Probability mass with multiple events 0.900

Fig. 6. This table presents the population distribution of �8 overΩ� in the Monte Carlo
simulations. Note that units that draw histories 11-19 experience multiple events. See
the discussion near page 19.
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Fig. 7. This figure presents the distribution of experiencing an event in g ∈ {−4, ..., 3}
conditional on experiencing an event in g = 0 in the Monte Carlo simulations. See the
discussion near page 19.
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Treatment Effect Function

Static Dynamic

Stationary Stationary Non-Stationary

Lag Hist. Ind. Hist. Ind. Hist. Dep. Hist. Ind. Hist. Dep.

(1) (2) (3) (4) (5) (6)

Matching estimator/weighted least squares estimator of stacked reg.

-4 0.00 0.00 0.00 0.00 0.00

-3 0.00 0.00 0.00 0.00 0.00

-2 0.00 0.00 0.00 0.00 0.00

-1 - - - - -

0 0.00 0.00 0.00 0.00 0.00

1 0.00 0.00 0.00 0.00 0.00

2 0.00 0.00 0.00 0.00 0.00

3 0.00 0.00 0.00 0.00 0.00

MDO estimator

-4 0.00 0.03 0.68 0.00 0.34

-3 0.00 0.05 0.52 0.00 0.25

-2 0.00 0.01 1.16 0.08 0.01

-1 - - - - -

0 0.00 0.00 6.49 0.12 17.65

1 0.00 0.02 5.59 0.11 4.08

2 0.00 0.05 7.10 0.07 3.36

3 0.00 0.08 6.17 0.29 0.17

Unweighted OLS estimator of stacked regression

-4 0.00 0.00 0.00 0.00 0.00

-3 0.00 0.00 0.00 0.00 0.00

-2 0.00 0.00 0.00 0.00 0.00

-1 - - - - -

0 0.00 0.00 1.49 0.42 5.20

1 0.00 0.00 1.48 0.67 2.02

2 0.00 0.00 1.48 0.62 1.93

3 0.00 0.00 1.48 0.21 0.01

Fig. 8. This table compares the mean-squared error of the matching estimator, the
MDO estimator, and the OLS estimator of the stacked regression model in the Monte
Carlo simulations. See the discussion near page 19.
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Fig. 9. This figure compares the performance of theMDO estimator, the OLS estimator
of the stacked regression model, the weighted least squares estimator of the stacked
regression model, and the matching estimator across 500 independent simulations for
estimating (V�))g (4, 4) : g ∈ {−4, ..., 3}). See the discussion near page 19.
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Fig. 10. This figure compares the performance of theMDOestimator, theOLSestimator
of the stacked regression model, the weighted least squares estimator of the stacked
regression model, and the matching estimator across 500 independent simulations for
estimating (V�))g (4, 4) : g ∈ {−4, ..., 3}). See the discussion near page 19.
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Fig. 11. This figure compares the performance of theMDOestimator, theOLSestimator
of the stacked regression model, the weighted least squares estimator of the stacked
regression model, and the matching estimator across 500 independent simulations for
estimating (V�))g (4, 4) : g ∈ {−4, ..., 3}). See the discussion near page 19.
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Fig. 12. This figure compares the performance of theMDOestimator, theOLSestimator
of the stacked regression model, the weighted least squares estimator of the stacked
regression model, and the matching estimator across 500 independent simulations for
estimating (V�))g (4, 4) : g ∈ {−4, ..., 3}). See the discussion near page 19.
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Fig. 13. This figure compares the performance of theMDOestimator, theOLSestimator
of the stacked regression model, the weighted least squares estimator of the stacked
regression model, and the matching estimator across 500 independent simulations for
estimating (V�))g (4, 4) : g ∈ {−4, ..., 3}). See the discussion near page 19.
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Fig. 14. The parallel pre-trends test introduced in section III is based on aWald statistic
that converges in distribution to a chi-squared random variable as # → ∞. The figure
plots the distribution of Wald statistics across 500 independent simulations, showing
that they are approximately distributed by j2

63, where 63 = rank(�′) for the matrix �′
described in section III. See the discussion near page 19.
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VIII. Appendix

A. Proofs of Theorems 1 and 2

Theorems 1 and 2 state that under no anticipation and parallel trends assumptions, the average
treatment effects on the treated V�))4C (�−4) are equal to difference-in-differences given by equation
(3) for all (4, C, �−4) ∈ E × T 4 ×Ω∗

�−4 , and furthermore that V�))4C (�−4) = 0 for all C < 4.

Proof. Consider any (4, C, �−4) ∈ E × T 4 ×Ω∗
�−4 . Then,

V�))4C (�−4) := E[.8C (�−4, 1) − .8C (�−4, 0) |�8 = (�−4, 1)]
= E[.8C (�−4, 1) |�8 = (�−4, 1)] − E[.8C (�−4, 0) |�8 = (�−4, 1)]
= E[.8C (�−4, 1) |�8 = (�−4, 1)] − E[.8C (�−4, 0) − .84−1(�−4, 0) |�8 = (�−4, 1)]
− E[.84−1(�−4, 0) |�8 = (�−4, 1)]

= E[.8C (�−4, 1) |�8 = (�−4, 1)] − E[.8C (�−4, 0) − .84−1(�−4, 0) |�8 = (�−4, 0)]
− E[.84−1(�−4, 0) |�8 = (�−4, 1)] by parallel trends

= E[.8C (�−4, 1) |�8 = (�−4, 1)] − E[.8C (�−4, 0) − .84−1(�−4, 0) |�8 = (�−4, 0)]
− E[.84−1(�−4, 1) |�8 = (�−4, 1)] by no anticipation

= E[.8C (�−4, 1) − .84−1(�−4, 1) |�8 = (�−4, 1)] − E[.8C (�−4, 0) − .84−1(�−4, 0) |�8 = (�−4, 0)]
= E[.8C − .84−1 |�8 = (�−4, 1)] − E[.8C − .84−1 |�8 = (�−4, 0)]

Furthermore, if C < 4, then

V�))4C (�−4) := E[.8C (�−4, 1) − .8C (�−4, 0) |�8 = (�−4, 1)]
= E[.8C (�−4, 0) − .8C (�−4, 0) |�8 = (�−4, 1)] by no anticipation

= 0
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B. Derivation of the Covariance of Any Two V̂�))4C (�−4)

Consider a sample of # units drawn independently from a common population producing a
dataset {(.8, �8) : 8 ∈ I}with the characteristics described in section II. Consider any (:1, :2) ∈ K2

indexing some
(
(41, C1, �

−41
1 ), (42, C2, �

−42
2 )

)
. Define I1,1 := {8 : �8 = (�−41

1 , 1)}, I1,0 := {8 : �8 =
(�−41

1 , 0)}, I2,1 := {8 : �8 = (�−42
2 , 1)}, and I2,0 := {8 : �8 = (�−42

2 , 0)}. Further define
#<,= := |I<,= |. Then the covariance C

[
V̂�))41,C1 (�

−41
1 ), V̂�))42,C2 (�

−42
2 )

]
is given by

C

[
#−1

1,1

∑
8∈I1,1

(.8C1 − .841−1) − #−1
1,0

∑
8∈I1,0

(.8C1 − .841−1), #−1
2,1

∑
8∈I2,1

(.8C2 − .842−1) − #−1
2,0

∑
8∈I2,0

(.8C2 − .842−1)
]

= #−1
1,1#

−1
2,1

∑
8∈I1,1

∑
9∈I2,1

C
[
.8C1 − .841−1, . 9 C2 − . 9 42−1

]
− #−1

1,1#
−1
2,0

∑
8∈I1,1

∑
9∈I2,0

C
[
.8C1 − .841−1, . 9 C2 − . 9 42−1

]
− #−1

1,0#
−1
2,1

∑
8∈I1,0

∑
9∈I2,1

C
[
.8C1 − .841−1, . 9 C2 − . 9 42−1

]
+ #−1

1,0#
−1
2,0

∑
8∈I1,0

∑
9∈I2,0

C
[
.8C1 − .841−1, . 9 C2 − . 942−1

]
= #−1

1,1#
−1
2,1

∑
8:8∈I1,1∧8∈I2,1

C
[
.8C1 − .841−1, .8C2 − .842−1

]
− #−1

1,1#
−1
2,0

∑
8:8∈I1,1∧8∈I2,0

C
[
.8C1 − .841−1, .8C2 − .842−1

]
− #−1

1,0#
−1
2,1

∑
8:8∈I1,0∧8∈I2,1

C
[
.8C1 − .841−1, .8C2 − .842−1

]
+ #−1

1,0#
−1
2,0

∑
8:8∈I1,0∧8∈I2,0

C
[
.8C1 − .841−1, .8C2 − .842−1

]
by .8 ⊥ . 9 ∀(8, 9) s.t. 8 ≠ 9

= #−1
1,1#

−1
2,1 |I1,1 ∩ I2,1 |C

[
.8C1 − .841−1, .8C2 − .842−1

�� 8 ∈ I1,1 ∧ 8 ∈ I2,1
]

− #−1
1,1#

−1
2,0 |I1,1 ∩ I2,0 |C

[
.8C1 − .841−1, .8C2 − .842−1

�� 8 ∈ I1,1 ∧ 8 ∈ I2,0
]

− #−1
1,0#

−1
2,1 |I1,0 ∩ I2,1 |C

[
.8C1 − .841−1, .8C2 − .842−1

�� 8 ∈ I1,0 ∧ 8 ∈ I2,1
]

+ #−1
1,0#

−1
2,0 |I1,0 ∩ I2,0 |C

[
.8C1 − .841−1, .8C2 − .842−1

�� 8 ∈ I1,0 ∧ 8 ∈ I2,0
]

by common pop.

=

{
0 if I1,1 ∩ I2,1 = ∅
#−1
:1,1C

[
.8C1 − .841−1, .8C2 − .842−1 |�8 = (�−41

1 , 1)
]
if I1,1 ∩ I2,1 ≠ ∅

−
{

0 if I1,1 ∩ I2,0 = ∅
#−1
:1,1C

[
.8C1 − .841−1, .8C2 − .842−1 |�8 = (�−41

1 , 1)
]
if I1,1 ∩ I2,0 ≠ ∅
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−
{

0 if I1,0 ∩ I2,1 = ∅
#−1
:1,0C

[
.8C1 − .841−1, .8C2 − .842−1 |�8 = (�−41

1 , 0)
]
if I1,0 ∩ I2,1 ≠ ∅

+
{

0 if I1,0 ∩ I2,0 = ∅
#−1
:1,0C

[
.8C1 − .841−1, .8C2 − .842−1 |�8 = (�−41

1 , 0)
]
if I1,0 ∩ I2,0 ≠ ∅

where the last equality follows from the fact that if I1,1 ∩ I2,1 ≠ ∅, then (�−41
1 , 1) = (�−42

2 , 1), and
then {8 : �8 = (�−41

1 , 1)} = {8 : �8 = (�−42
2 , 1)}, and similar for the other three pairs (I1,1,I2,0),

(I1,0,I2,1), and I1,0,I2,0).
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